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[bookmark: _GoBack]Here’s an overview of the structure of this assignment. Make sure to replace all instances of rrennehan with your actual username.

	Activity List

	Project:  Backups, Off-site backups, and Automation

	Date: Nov 30, 2018

	Activity
	Instructions
	Notes
	Reference Figures

	Create a backup of all databases in Ubuntu server
	Save them to the /data directory created. Create the /data directory in your home directory if not already created.

Use compression format to store the backups. Include date (MM,DD,YYYY) as part of the backup file name.

The command is: mysqldump -u root –p yourmySQLPasswordHere --all-databases -C | gzip >$HOME/data/mysqldb_`date + “%m_%d_%Y”`.sql.gz

You can optionally set up a script and crontab to run this automatically at certain times.
	Enter your actual mySQL password after the -p option

You can set up a file that prevents you from having to enter the password in the mysqldump command. See figures 1 and 2 for more details

My system has a crontab that runs this command once a week
	1-2

	Install openssh on both the Ubuntu and CentOS server
	For Ubuntu: sudo apt install openssh-server

For CentOS: sudo yum install openssh-server
	It’s likely that openssh will already be installed and up to date.
	3-4

	Generate passwordless ssh key
	Enter command: ssh-keygen -t rsa

Keep hitting enter to skip prompts for location and password. Find the ssh keypair in ~/.ssh
	
	5

	Copy pub key to remote server (CentOS)
	Copy the id_rsa.pub key from Ubuntu to CentOS.

ssh-copy-id -i ~/.ssh/id_rsa.pub USERNAME@REMOTE_HOST_IP
	Replace username and remote host ip with that of destination.
	6-7

	Create backup directory on CentOS server
	mkdir backup

For the purposes of this assignment, we will place it in the home directory.
	
	8

	Create simple backup script on Ubuntu server
	The script will copy everything in /data directory to the /backup on your remote server.

Start by using the touch command to create a databackup.sh file. Use an editor to write the script. Inside the script, write this command at the bare minimum:

rsync -e 'ssh -p 22' -avzp /home/rrennehan/data REMOTE_HOST_IP:/home/rrennehan/backup 

Full script found in reference figures. Don’t forget to apply execution permissions using chmod
	
	9

	Test backup script

	Run the command: ./databackup.sh


	
	10-11

	Install rdiff-backup on both servers.
	Insert the following commands to install rdiff-backup.

On Ubuntu:
sudo apt-get update
sudo apt-get install librsync-dev rdiff-backup

On CentOS 7:
sudo yum install librsync-dev rdiff-backup
	
	N/A

	Ensure both servers have same version of rdiff-backup
	Use command: rdiff-backup -V

The output on both servers should match.
	
	12

	Create rdiff-backup for /data to remote /backup
	Use following command from CentOS backup server to make backup of data directory from remote Linux Server to the /backup directory.

rdiff-backup rrennehan@REMOTE_IP::/home/rrennehan/data /home/rrennehan/backup/rdiffDataBackup 
	Replace remote IP with actual IP address.
	13

	Show rdiff-backup job statistics
	Use the --print-statistics option to show summary statistics after a successful backup.

Command is: rdiff-backup --print-statistics rrennehan@REMOTE_IP::/home/rrennehan/data /home/rrennehan/backup/rdiffDataBackup
	
	14

	Show backup increments
	Show using -l option a list of increments taken on the new rdiff backup folder. An increment is only counted when there are new files or file alterations after running a backup.

Command: rdiff-backup -l /home/rrennehan/backup/rdiffDataBackup
	
	15

	Create rdiff-backup script
	Enter the working rdiff-backup command into a script so it can be easily run by you and crontab. Full script found in reference figures section
	
	16

	Test rdiff-backup script
	Be sure to add execution permissions to the script. Run the script by entering its file path in the terminal.
	
	17

	Cron job every Tuesday 11:30am for rsync backup from Ubuntu
	From Ubuntu, enter the crontab page with command: sudo crontab -e

Cron job links to the newly created Rsync backup script.
	
	18

	Cron job every Friday at 2:30pm doing an rdiff-backup of remote Ubuntu /data directory to /backup directory
	From CentOS, enter the crontab page with command: sudo crontab -e


	
	19
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Figure 1: Creating a compressed backup of all databases with date included in the name. The file added is the one made on November 23. It’s important to note that I have a specific hidden file in my home directory that prevents me from having to enter the password in the terminal. Assuming you don’t have such a file created, you’ll need to start the command with mysqldump -u root -p YourPasswordHere
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Figure 2: If you wish to avoid having to enter your password on the command line for the mysqldump command, make a file with this structure. Ensure it is placed at the root of your home directory. Replace the password 1tsas5cr5t with your actual mySQL password. Same with username. Make sure the filename starts with a period so it is hidden.
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Figure 3: Attempting to install openssh on Ubuntu server. My Ubuntu server already has it installed and up to date
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Figure 4: Attempting to install openssh on CentOS server. My CentOS server had it installed by default.
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Figure 5: Generating passwordless ssh keys
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Figure 6: Command to copy ssh key and the result of it
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Figure 7: Testing remote login functionality by adding a new file from the remote server.
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Figure 8: Creating backup directory in CentOS home directory
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Figure 9: Script to backup data directory to remote backup directory
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Figure 10: Backup script in action (/data vs /backup)
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Figure 11: Running the backup script a second time in a row. Notice how rsync does not show files being copied if they already exist in the remote server
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Figure 12: Comparing rdiff-backup versions installed on CentOS (left) and Ubuntu (right)
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Figure 13: Result after running rdiff-backup command to backup data directory. Comparing backup to the data directory
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Figure 14: Adding the --print-statistics option
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Figure 15: Checking amount of increments done on rdiff-backup folder
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Figure 16: My rdiffBackup script. Because my Ubuntu machine swaps between two IP addresses, I try the second if the first fails.
[image: ]
Figure 17: Running my rdiffBackup.sh script. My Ubuntu machine swaps between two IP addresses, so after the first one fails, it tries the second

[image: ]
Figure 18: Ubuntu Crontab to remotely backup data on Tuesdays 11:30 AM
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Figure 19: CentOS Crontab to backup remote data directory on Fridays 2:30 PM
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image3.png
rrennehan@ubnscco1:~$ sudo apt install openssh-server

Reading package lists... Done

Building dependency tree

Reading state information... Done

openssh-server is already the newest version (1:7.6pl-4ubuntuo.1).
0 upgraded, 0 newly installed, 0 to remove and 0 not upgraded.
rrennehan@ubnsccol:“s _
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[rrennehan@FSNSCCO1 ~]$ sudo yum install openssh-server
[sudo] password for rrennehan:
Loaded plugins: fastestmirror, langpacks, product-id, search-disabled-repos,
: subscription-manager
This system is not registered with an entitlement server. You can use subscription-mana
ger to register.
Loading mirror speeds from cached hostfile
epel/x86_64/metalink | 17 kB 00:00:00
* base: mirror.its.dal.ca
* epel: ewr.edge.kernel.org
* extras: mirror.its.dal.ca
* updates: mirror.its.dal.ca

base | 3.6 kB 00:00:00
extras | 3.4 kB 00:00:00
updates | 3.4 kB 00:00:00

Package openssh-server-7.4pl-16.e17.x86 64 already installed and latest version
Nothing to do
[rrennehan@FSNSCCOL1 ~1$ [
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rrennenan@uonsccOl: % ssh-keugen -t rsa

Generating public/private rsa key pair.

Enter file in uhich to save the key (shome/rrennehan/.ssh/id_rsa):
Created directory 'shome/rrennehan/.ssh'.

Enter passphrase (empty for no passphrase) :

Enter same passphrase again:

Your identification has been saved in /home/rrennehan/.ssh/id_rsa.
Your public key has been saved in /home/rrennehan.ssh/id_rsa.pub.
The key fingerprint is:

SHAZS6 : hsrHzCnsxpDy 10Zx LYEDOC33g JtHO INSxPuUSCTE lew rrennehan@ubnsccol
The key's randomart image is:

| oo .
[8HA256] -~
rrennehan@ubnsccol: s 1s .ssh/
id_rsa id_rsa.pub
rrennehan@ubnsccol: s
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rrennehan@ubnsccol:"$ ssh-copy-1id -1 “/.ssh/ld_rsa.pub rrennehan@l3z. 168.208. 11
Jusr/bin/ssh-copy-id: INFO: Source of key(s) to be installed: "/home/rrennehan.ssh/id_rsa.pub”

The authenticity of host '192.168.208.11 (192.168.208.11)' can't be established

ECDSA key fingerprint is SHA2S6:hSokufh4AudseqbuksI2feuovrDXSEES TV Y4 JROM

Are you sure you want to continue comnecting (yes/na)? yes

Jusr/bin/ssh-copy-id: INFO: attempting to log in with the new key(s), to filter out any that are alr
eady installed

Jusr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed -- if you are prompted now it is to ins
all the new keys

rrennenan@1sz. 168.208.11's passuord:

Number of key(s) added: 1
Now try logeing into the machine, with:  “ssh 'rrennehan@idz.168.208.11'"
and check to make sure that only the key(s) you wanted uere added

rrennehan@uinscco:
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link/ether 52:54:00:aa:ab:bd brd ff:ff:ff:ff:ff:ff
[rrennehan@FSNSCCOL ~1$ 1s

[rrennehan@FSNSCCOL ~1$ i

test.txt

Bl rrennehan@FSNSCCOL~

1/4
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[rrennehan@FSNSCCO1 ~]$ mkdir backup
[rrennehan@FSNSCCO1 ~]$ 1s

backup  Documents Music Public test.txt
Desktop Downloads Pictures Templates Videos
[rrennehan@FSNSCCO1 ~1$
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1 /bin/bash
rsunc -= 'ssh -p 22' -avzp /home/rrennehan/data 192.168.208.11:/home/rrennehan/backup
if [ 7 -eq 0 1; then

ol "The backup uas successful”

exit 0

1se
exit 1
Fi
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rrennehan@ubnsccol: s . /databackun.sh

sending incremental file list

data/

data/file. txt

data/s0LBackUp/
data/S0LBackUp/mysaldb_11_23_2018.501.52
data/S0LBackUp/mysldb_2016_11_03_23:43:26.501.82
data/S0LBackUp/mysldb_2018_11_04_00:05:53.501.87
data/S0LBackUp/mysldb_2018_11_16_18:00:02.501.87
data/SOLBackUp/test . txt

data/henchmarks/

data/henchmarks/cpuBenchmark 2018_11_04_01:03:02. txt
data/henchmarks/cpuBenchmark 2018_11_20_14:30:50. txt
data/henchmarks/cpuBenchmark 2018_11_26_19:50:08. txt
data/domsstatus/
data/dbmsStatus/mysqlStatus_2016_11_04_00:55:
data/dbmsStatus/mysqlStatus_2018_11_07_12:31:12.txt
data/domsStatus/mysqlStatus 2018 11 16_15:38:14. txt
data/domsStatus/mysqlStatus 2018 11 16_16:18:39. txt
data/domsStatus/mysqlStatus 2018 11 16_17:36:08. txt
data/dbmsStatus/mysqlStatus_2018_11_17_19:38:47.txt
data/dbmsStatus/mysqlStatus_2018_11_20_13:10:43. txt
data/dbmsStatus/mysqlStatus_2018_11_21_15:35:51.txt
data/dbmsStatus/mysqlStatus_2016_11_22_18:41:47.txt
data/dbmsStatus/mysqlStatus_2018_11_22_19:53:47. txt
data/domsStatus/mysqlStatus 2018 11 23_18:02:44. txt
data/domsStatus/mysqlStatus 2018 11 26_19:20:48. txt
data/dbmsStatus/mysqlStatus_2018_11_26_19:37:52. txt
data/dbmsStatus/mysqlStatus_2018_11_27_22:49:33. txt
data/domsStatus/mysqlStatus 2018 11 28_14:44:52. txt

43.txt

sent 884,428 bytes received 496 bytes 1,769,848.00 bytes/sec
total size is 1,504,180 speedup is 1.70

The backup was successful

rrennehan@ubnsccol: s . /databackun.sh

rrennehan@FSNSCCOL:~/backup

File Edit Search Terminal Help

[rrennehan@FSNSCCOL backupl$ 1
data

[rrenneha CCO1 backup]$ s data
benchmarks _dbmsStatus file.txt SQLBackUp
[rrennehan@FSNSCCOL backup]$

FSNSCCOL:
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rrennehan@ubnsccol:™$ . /databackup.sh
sending incremental file list

sent 1,007 bytes received 20 hytes 684.67 hytes/sec
total size is 1,504,180 speedup is 1,464.63

The backup was successful

rrennehan@ubnsccol: ~s
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[rrennehal 01 ~1$ rdiff-backup -V (NG R T
rdiff-ba 8 rdiff-backup 1.2.8
rrennehan@ubnscool: s

[rrenneha
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[rrennehan@FSNSCCO1 ~]$ rdiff-backup rrennehan@l92.168.268.135::/home/rrennehan,
ome/ rrennehan/backup/ rdiffDataBackup
rrennehan@192.168.208.135's password
[rrennehan@FSNSCCOL ~1$ 1s backup/rdiffDataBackup/
file.txt
[rrennehangFsNsccel ~1s Il iG]

File Edt View VM Tabs Help | Il - | @ | O O O | @I

5 wensccos
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[rrennehan@FSNSCCOL rdiff-backup-datal$ rdiff-backup --print-statistics rrennehan@l92.1
68.268.135: :/home/ rrennehan/data /home/rrennehan/backup/rdiffDataBackup/
rrennehan@l92.168.208.135's password:

rrrrrrrrrrrrrr [ Session statistics ]
StartTime 1543508006.00 (Fri Nov 39 13
EndTime 1543598006.75 (Fri Nov 30 13
ElapsedTime .75 (8.75 seconds)
SourceFiles 30

SourceFileSize 1505493 (1.44 MB)
MirrorFiles 30

MirrorFileSize 1505493 (1.44 MB)
NewFiles ©

NewFileSize @ (6 bytes)

DeletedFiles O

DeletedFileSize 0 (0 bytes)
ChangedFiles 6

ChangedSourceSize © (0 bytes)
ChangedMirrorSize © (0 bytes)
IncrementFiles 6

IncrementFileSize O (0 bytes)
TotalDestinationSizeChange 0 (6 bytes)
Errors 0

[rrennehan@FSNSCCO1 rdiff-backup-datal$
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[rrennehan@FSNSCCO1 rdiff-backup-datal$ rdiff-backup -1 /home/rrennehan/backup/rdiffDat
aBackup/
Found 3 increments:

increments.2018-11-30T1. 26-04:00.dir  Fri Nov 30 13

00-04:00.dir  Fri Nov 30 13
46-04:00.dir  Fri Nov 30 13
Current mirror: Fri Nov 30 13:17:09 2018
[rrennehan@FSNSCCO1 rdiff-backup-datals |
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GNU nano 2.3.1 File

#!/bin/bash
rdiff-backup --print-statistics rrennehan@192.168.208.128::/home/rrennehan/data /home/rrennehan/backup/rdiffDataBackup
if [ $? -ne @ ]; then
printf "\nIP 192.168.208.128 not successful. Trying 192.168.208.135\n"
rdiff-backup --print-statistics rrennehan@192.168.208.135::/home/rrennehan/data /home/rrennehan/backup/rdiffDataBackup
if [ $? -ne @ ]; then
printf "\nNeither IP was available.\n"

exit 1

else
echo "Success!"
exit @

fi
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[rrennehan@FSNSCCO1 backup]$ ./rdiffBackup.sh
ssh: connect to host 192.168.208.128 port 22: No route to host
Fatal Error: Truncated header string (problem probably originated remotely)

Couldn't start up the remote connection by executing
ssh -C rrennehan@192.168.208.128 rdiff-backup --server

Remember that, under the default settings, rdiff-backup must be

installed in the PATH on the remote system. See the man page for more

information on this. This message may also be displayed if the remote

version of rdiff-backup is quite different from the local version (1.2.8)

IP 192.168.208.128 not successful. Trying 192.168.208.135
rrennehan@192.168.208.135's passwor

StartTime 1543603098.00 (Fri Nov 30 14:38:18 2018
EndTine 1543603098.62 (Fri Nov 30 14:38:18 2018
ElapsedTime 0.62 (0.62 seconds)

SourceFiles 33

SourceFileSize 1505694 (1.44 B

MirrorFiles 33

MirrorFileSize 1505694 (1.44 B

NewFiles O

NewFileSize © (0 bytes)

DeletedFiles O

DeletedFileSize 0 (6 bytes)

ChangedFiles 0

ChangedSourceSize 0 (0 bytes)

ChangedMirrorSize © (6 bytes)

IncrementFiles 0

IncrementFileSize 0 (0 bytes)
TotalDestinationSizeChange 6 (6 bytes)

Errors 0

Success !

[rrennehan@FSNSCCO1 backupl$ 1s rdiffDataBackup/
benchmarks  dbmsStatus file.txt SQLBackUp
databackup.sh file2.txt rdiff-backup-data
[rrennehan@FSNSCCOL backupl$
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[#Backup data directory to Cent0S every Tuesday 11:30 A
30 11 % % 2 /home/rrennehan/data/datahackup. sh_
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#Rdiff backup every Friday 2:30 PM of remote data directory
30 14 * * 5 /home/rrennehan/backup/rdiffBackup.sh
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rrennehan@ubnsccol:™/datassllBackUp® mysgldump -u root --all-databases -C | gzip >$HOME/data/SULBacK
Up/mysgldb_date +'gm_d_%v'" .sgl.gz

rrennehan@ubnscco1: ~/data/salBacklps 1s

musqldb_11_23_2018.501.22 mysoldb_2018_11_04_00:05:53.501.22 test.tx
muscldb_2018_11_03_23:49:26.5q1.g2 mysqldh_2018_11_16_18:00:02.501.g2

rrennehan@ubnscco: ~/data/sOLBacklns
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rrennehan@ubnsccol:™$ cat .my.cnf
[mysg 1dump]

user=root

passuord=1tsasscrst
Prennehan@uinscool: s _
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